
Recognition and Classification of Emotions in Music

o Music is an integral part of human life. Often, 

music is associated with important moments of our 

life, brings to us memories and evokes emotions.

o Due to frantic increase in the amount of music 

available these days, classification and recognition 

of emotions conveyed by music has become 

indispensable in todays world.

o No classification algorithm has been able to 

generate great accuracy on these dataset.

o We have attempted to perform a comparative study 

of the different classifiers and their ability to predict 

different genres with varied accuracy.
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 Dataset has been prepared from All Music.com 

dataset, which consists of 903 audio clips of 30 

seconds each.

 Dataset has been taken from 

http://mir.dei.uc.pt/resources/MIREX-like_mood.zip 

made available by Renato Panda, Bruno Rocha and 

Rui Pedro Paiva.

 The dataset is in accordance with the MIREX dataset 

which is the base of comparison generally accepted by 

the music emotion recognition community.

o RMS: Root mean Square approximates the loudness 

of the sound. It is calculated by taking RMS of the 

amplitudes of the spectrum of sound.

o Mel-Frequency Cepstral Coefficients: MFCC 

represents a set of short term power spectrum 

characteristics of the sound. It models the 

characteristics of human voice. It can be derived as 

follows: 

 Take the Fourier transform of (a windowed excerpt 

of) a signal.

 Map the powers of the spectrum obtained above 

onto the mel scale, using triangular

 overlapping windows.

 Take the logs of the powers at each of the mel

frequencies.

 Take the discrete cosine transform of the list of mel

log powers, as if it were a signal.

 The MFCCs are the amplitudes of the resulting 

spectrum.

o Spectral Flux: Spectral flux is a measure of how 

quickly the power spectrum of a signal is changing, 

calculated by comparing the power spectrum for one 

frame against the power spectrum from the previous 

frame. 

 It is usually calculated as the Euclidean distance 

between the two normalised spectra. The spectral 

flux is not dependent upon overall power and phase.

o Spectral Mean: This is average of all the 

frequencies in a spectrum. Unlike centroid it is not 

calculated by assigning weights to the frequencies

o Spectral Centroid: The spectral centroid is a measure used 

in digital signal processing to characterise a spectrum. It 

indicates where the 'center of mass' of the spectrum is. It is 

calculated as:

 where x(n) represents the weighted frequency value, or 

magnitude, of bin number n, and f(n) represents the center

frequency of that bin.

o Zero Crossing Rate: Zero Crossing Rate is the zero 

crossing count (ZCC) in which it counts the number of 

times the sign changes from positive to negative or vice 

versa per second in a signal.

o Rolloff: Spectral Rollo point is the frequency below which 

the 85 % of the magnitude of the distribution is 

concentrated. The equation to calculate rolloff is:

o Skewness: From skewness we can know, how much the 

shape of the spectrum below the Spectral Centroid is 

different from the shape above. For a white noise, the 

skewness is zero.

o Variance: It is variance of frequencies from the spectral 

centroid. Variance gives us a measure for how much the 

frequencies deviate from the Spectral Centroid in a 

spectrum.

o Flatness: Spectral Flatness measures the atness of a 

spectrum. It is also used to distinguish between noise-like 

and tone-like sounds and calculated using the equation: 

o Spectral Crest Factor: Spectral Crest factor is the ratio of 

the maximum spectrum power and the mean spectrum 

power of a sub-band. It measures the peakness of a 

spectrum. It is used to distinguish between noise-like and 

tone-like sounds.

Genre Clusters:

 Confusion matrix before and after merging of clusters for 

SVM Classier:

 Confusion matrix before and after merging of clusters for 

Ensemble Classifier:

 Statistics for different classifiers:

Results:

Conclusion:

 The ensemble classier used hard voting technique 

to classify music clips. We were able to achieve 

better precision using the ensemble classier.

 We were also able to establish the fact that 

increasing the number of features does no 

necessarily increase linearly the accuracy of 

prediction results.

 Support Vector Machine with rbf kernel, gamma = 

0.01 and C = 10, and Ensemble Classier were the 

best predictors.

 Use of PCA with 14 and 22 components 

respectively, resulted into the mentioned results.

 According to the researcher Renato Panda, this 

dataset is might be more difficult than the MIREX 

dataset.

 Further improvements in the results could have 

been improved by using better methods of splitting 

into training and test datasets and using ReliefF

feature selection technique.

Confusion matrix for Ensemble Classifier


